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Abstract: A new method of diagnosis of single faults of  One of the analytical SBT methods, which uses aadir
passive elements in analog electronic circuitsettas the parameters for localization, is the approach based node-
node-voltage relation approach, is presented. Wethod voltage relation [14]. Its main advantage is theedirity
consists of two parts: creation of a fault dictipha dependence between measurement parameters ofché ci
describing the nominal state of the tested circaiid (its node voltages) and indirect parameters whiebcdbe
containing indirect parameters representing regpetdults, relations between the node voltages. Additionalyne

and a new fault detection and localization algonith indirect parameter is attributed to the failure ohe
component. Thus, the number of these parameterguil to

Keywords: fault diagnosis, analog circuits the number of circuit components. Due to this, fhelt
dictionary is small and calculations made during tibsting

1.INTRODUCTION procedure are not complicated. Hence, this mettzod be

used for self-testing of analog parts of electramtbedded
systems, where control units cannot appoint greaiputing
power and also data and program memory spaces for
diagnosis procedures and fault dictionaries.

The level of fault diagnosis of analog circuits aaldo
analog parts and components of mixed-signal elpictro
systems is still insufficient in spite of continou

development in this field, especially for circuitith limited Thus, in the paper a new algorithm of the faulgdiasis

measurement acce55|b|I|ty_. It_ follows from _the fabat of analog circuits based on this approach will bespnted.
components of analog circuits have continuous \saluelt can be implemented in electronic embedded system

varying within [0, «), where values 0 ane representing . - . -
catastrophic faults can additionally change theolmgy of ?Sgtlgg)lfrdsyz¥emm_lc():rr](?((::r?ir;ter(IISeor(S_:,) digital signal pessors
the circuit; stimulation and response signals also a '

continuous and they can assume the shape of ayidon  , o\ (o |p| ES OF THE NODE-VOLTAGE RELATION
Additional problems of fault diagnosis are the pre= of

L : - APPROACH
component tolerances and circuit nonlinearities.

At present, computer computation based on the Monte Let the analog circuit under test consispaf.., p;, .., pi
Carlo method [1,2] or an approach based on fuzgjclo passive elements (components), wheris the number of
[3,4] are more and more often used to solve thst fir circuit elements. The circuit is stimulated by a BCAC
problem. The second problem is resolved by theepwese  stimulus and voltageg, andvg of two nodesA andB are
linearization approach [5,6]. In this case a nadincircuit measured. The relations, as described in [14], dwetw,

is “converted” into a set of linear circuits. andp; and betweeng andp; can be written as:

However, for electronic linear circuits the relaiso
between measured parameters and component parameter {VAi = . (p) Q)
usually are nonlinear. So, the calculations areptereven Vg = T (p)

for simple linear circuits, and their complexityogrs faster ) ) o

than the number of circuit components [7]. For tidason !f the inverse function for any of the two functiom (1)
SBT (simulation before test) methods usually aedusvhat  €Xists, what was fulfilled for linear analog cirtsjiwe can
cuts the testing time. Test procedures do not rigigd _ehmmate the var!aqu‘»I frqm (). For this purpose we can
computing power because the considerable majorfty dnverse e.g. the first functiop, = f*(v,) and putin fo the
calculations are made in the pre-testing state. $88  second line of (1):

methods base on an analytical approach [8,9], heura o

networks [10,11], genetic algorithms [12] and theZy Vei = fai (T4 (V) @

logic approach [4,13]. For analytical methods therye form i (2) is called the? relation function [14]. This
localization bases on thietermination of component values ¢~ wion does not contain the parameter So, it is

[9] or bases on comparison of indirect parameti4 [ determined by parameters of the remaining elements
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{P}j=1. .1 and j#i and the topology of the circuit_ (f () -

This is called the invariance of tN8 relation function.

It is well known that the voltage transfer function
(describes the relation between voltages in thetimode
and the output node [15] and also between voltagehe
input node and internal nodes [16]) of a linearcitmic
circuit can be described in the form of a bilin&anction of
the value of each circuit component parampter

_a(9p +A(S)
X (P +3(9)

fi(pg) =% @)

Vin
where:a;, B, X, § are complex coefficientsy g-4 x+#0,
Vi, — input voltageyy; — voltage in theX node,X={A, B, C,
o}

.Thus, the voltage in the node can be described as:

aivin p + iVin

_:aipi+lgi GV BBV X X 4)

oxp+d " xp+d p+d

Xi
Making the assumption thg{ = aVin b, = BV d,, -9
i i A/I

we obtain the relation:
ay p, +hy, (5)
Vy = fy(py) = b +d,

Hence, for linear analog circuits the relation bestw the
node voltagevy; and the parametqs, (5) is a hyperbolic
function, where the voltage takes real values farely
resistive circuits under a DC stimulus, and foreéin RC
circuits under an AC stimulus it is a complex numbe

For two node#\ andB we can write:

a. b +b,
vy = fu(p) :7Alpl:ﬁ)-ld Al (©)
i T U,
a. [b +b..
Vg = fi(Py) = BIpEE)_Id =
i T Upg;

and functiond,i(-) andfgi(-) have the same denominator [14]
dai = dgi. Proceeding accordingly with the formula (2), from
the first function of (6), we determine thgparameter:
Dy —dai [Va

vV, —a

P = 7

Al

Substituting (7) into the second function of (6% et the
V2 relation function:
b

_ a4 [dBi Y + A [bAi —ay, [bBi
Qg I—_dAi _bBi B Qg I:dAi - bBi

The relation function (8) is a linear functiow = k-vg; + b;
on thev; — v, plane, where the slode and an intercepl
have the forms:

K :aAi[dBi_bAi and h:aBi[bAi_aAi[bBi
ag Lf, — by ag Ld, —by
From relations (9) it is seen that paramete@ndb; do not

depend on they parameter, they are only related to othe
components’ parameters and the circuit topology.

(8)

Ai

(9)
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Assuming that a fault set has the fofm={F}iz01,),

where fori = 0 we have a fault-free state (a hominal state)

and F; denotes a failure of thp; element (a catastrophic
fault or a soft fault (parametric deviation)). Whidse circuit
is in the nominal state, voltages in nodeandB have the
following valuesvanom andvinem respectively. For respective
faults in the fault set we obtain differenf® relation
functions. Their graphs cross the same potot, Venom
named the nominal point in the — v, plane. Because they
are linear functions, we can write them in the form

VAnom_vAi = ki [(VBnom_VBi)’ wherei = 1’ "’I (10)

Therefore, the slople can be assigned from the relation:

k = Yanom ~Vai , where for ali: Vgnom# Vai  (11)

Bnom VBi

Hence, the slopé can be used as a fault character
(indirect parameter) for thig; fault state, that i; is related
to the fault of tha-th element. The sé,={k}=01,, can be
determined in the pre-testing stage and treated &msult
dictionary. So, generally the fault diagnosis dfirgle fault
case bases on measurements of vaMgSas Vemeas Of
voltages in node# andB, and an assignment of thgeqs
parameter bases on (11), which is compared witls¢tis,.
The near valug (Kkneas™ ki) shows the fault of thieth element.

As mentioned above for a linear circuit, node vgdia
are complex numbers. Hence, the slé&pis also a complex
number. Thus, it can be writterk =« +j-), where:

ki = Rek), -y = Im(k ).

3. FAULT DIAGNOSIS PROCEDURES

The diagnosis method of single faults based omdue-
voltage relation consists of two stages:

Pre-testing stage, where the fault dictionary &f thsted
analog circuit is created.

Fault detection and fault localization stages bmsim
measurement results and the fault dictionary, wiiiese
the fault detection is made, and when a fault ieated,
the localization of a single fault is carried out.

The second stage was divided into two parts, becaus
this method to localize a fault we have to knowt ttie
circuit is faulty, what is explained below.

We know that the parametdr depends on all circuit
parameters without the paramefgr If KyeqsiS calculated
from measurement results andjfas~ ki, it means only that
all elements of the tested circuit without fheslement have
nominal values. Hence, tiseelement can, but does not have
to be faulty k is not a function ofy)). But if we know that
the circuit is faulty (after a detection procedurahd
Kmeas™ ki, then the p; element is faulty, because the
remaining elements are not faulty.

3.1. Creation of the fault dictionary

The method will be illustrated on the analog citcui
shown in Fig. 1. The low-pass active filter is stlated by a
sinusoidal signal with a frequency=735Hz and an
pamplitudeVi, = 1V (Fig. 2). NodesA andB are marked in
Fig. 1, where only nodA is an internal node. This solution
simplifies the design of the circuit and measuretmen



procedures, what is especially important for etautr
embedded systems.

C3
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Fig. 1. The tested analog circuit, where R1=R2=R3, C1=44.5 nF,
C2=6.42 nF, C3=110 nF
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Fig. 2. Timings in nodes A and B for the nominal stte
of the circuit from Fig. 1.

In the first step of creation of the fault dictioname
generate data used by the detection algorithm, ithahe
description of the circuit in the nominal state.g.R3
illustrates nominal areas which represent the nahdtate

“approximation eircumeirele

pproximation incircl
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Fig. 3. Nominal areas of the node A and the nodefBr the tested
analog circuit with approximation circles

In the case (12a) the circle is circumscribed oa th
nominal area. Certainly, we can change the extenpatator
“max” to “min”, what implies that the circle will é
inscribed into the nominal area (12b). The choieéMeen
the approximation circumcircle and incircle can elegh on
application requirements. For instance, if the edolee

in nodes A and B. They were drawn based on the &lontsystem is used in critical applications (e.g. indiome, in

Carlo method with regard to 1% tolerances of resssand
capacitors.

Thus, if voltages measured in nodes A and B, thahe
measurement point s\Reas i node A with coordinates
(ReWamead: IM(Vamead) @and the measurement poingBas

aerospace) we should decide to use the incirckguse for
these applications reliability is the most impottand when
the circuit still works correctly but on a boundaof

elements tolerances, it is better to treat it asdtyathan to
allow conversion errors. For custom applicationscae use

(Re{emead; IM(Vemead) in the node B, both are placed insidethe first case to eliminate unnecessary alarmsecisty

nominal areas of respective nodes, it means tlatested
circuit is fault-free.
Hence, data representing the circuit in the nomatate

when the circuit works correctly.
At the end of this step of creation of the faulttitinary,
the following parameters of approximation circlese a

should describe nominal areas for both nodes. It wawritten to the fault dictionary:Vanom Vanom Ra, Re}, where

assumed that each nominal area is described by
approximation circle with a centrexR, and a radiugzy,
whereX signifies any node (Fig. 3).

Determination of parameters of the approximatioulei
is realized by the following algorithm:
« Coordinates (R&nory), IM(Vxnon) Of the centre kom are

calculated for the nominal state of the circuit.

« M points with coordinates (R&), Im(vxy), m=1, .., M,

representing the nominal area are generated usiag t

Monte Carlo method.
« The length of the radiu®¢ is determined from the
relationship:

R, =max{(max{Re(uo} = min Re(wad). 1500
( max{im(vy,)} = min {Im(v,,)})} /2
or

Ry =min{( max{Re(v,y)} = min {Re(vy)}), (12b)

(max{im(vyq,)} = min {im(vy,)}} /2
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Mom Venom are complex numbers. If we write that
Vxnom= Uxnom* ] Mxnom the fault dictionary has the form:
{uAnom Wanom Usnom Wenom RA: RB}

Generation of the slope dét (localization coefficients)
is realized in the second step of creation of theltf
dictionary. Calculations &€ base on the modified relation (11):

(13)

k- - VB (pl nom) - VB (E [ pi nom)
I VA(pi nom)_vA({ Epi nom)

where va(+), vg(-) are calculated voltage values for given
values of thep, element in node#\ and B, pjom — the
nominal value of thg, element, — the assumed deviation
of thep; element value. In the paper it was assumed{ligt
equal to 10.

Based on this relation (13)localization coefficients are
calculated. Thus, after this step we add to thelt fau
dictionary the setK}i- 1., of complex coefficients, where
we write thatk, =« +j-) .



Hence, finally the full fault dictionary has thellawing
form: {UAnom Wanom Usnom WgBnom RA! RB! { K, U }i:O,l,..I}- It
will be used by the fault detection and localizatio
algorithm.

3.2. The fault detection and localization algonith
Fault detection and fault localization stages a&alized
by the algorithm shown in Fig.4.

fawif= 0

dud < uA meas - vA_nom
chwd = wd meas - wh_non
dub = uB meas - w8 _nom
owh < w8 _meas - 48_nom

Fault detection

llceedh choel] < RA .,
B, dwB|| < RB

ke dif(clud, dwd, dul, dws, k[i])
o < ||Refdk], Imick)||

Mo

T
Fault localisation

o

1,

min{ }

I

disd
fault = 1

-

Fig. 4. Detection and localization algorithm of aiggle soft fault

It is seen (Fig. 4) that the algorithm consist$vad parts.
The first part is responsible for the fault deteuwti If it
detects a fault, the second part of the algoritemunning
and the fault is localized.

At the beginning of the fault detection part theiable
fault containing the number (the index) of the faultyreént
is cleared. Next, differences kept by variabtesh dwA
duB, dwB between measurement results
UA_measwA_measuB_measwB_mea}yin nodesA andB
and nominal voltage values (variablesdA_nom wA_nom

uB_nomwB_non) in these nodes are calculated. At the end

of this part it is tested that the measurementltrésyplaced
inside the approximation circles, i.e.: is the esatisfying
the following condition:

{duA,dWA <R, (14)

|dug, dwg | < Ry
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(variables:

where || - || is a norm defining the relation odisgtance
calculation. The taxi norm was assumed, because
described testing method is elaborated to impleniteirt
8-bit microcontrollers which do not have big comipgt
power. It considerably simplifies calculations, dese we
use only three integer operations: subtractionaksolute
value and addition (represented by single micraodiet
assembler instructions).

If condition (14) is satisfied, the algorithm isished
with the cleared variabl&ault, which means that the tested
circuit is fault-free.

Else the fault localization part is run. At the bedng of
the fragment of the localization algorithm the temgyy
variabled_i and the index variable are initialized, where
MAX is the maximal value for a given numerical st It
is assumed that variables are of the integer tyebit
words), thus MAX = 7FFFh. Next, the following optoas
are repeatedttimes:

« The dkf function realizes the relationship (18b) and
returns the result to the complex variable From the
localization conditiorkyeqas~ ki and (13) we know that:

the

ki ~ k = VBmeas_ VBnom - % (15)
e Vameas™ Yanom dVA
Thus, we can write:
I(i = kmeas+ dkl = % (16)
dv,
Transforming (16) we obtain:
k —dk = dve. 17)
dv,
what finally gives:
dk = dvg —k-dva (18a)
We can write (18a) in the form:
dk = (dug — A;-dus + J-dwa)
+j-( A — K-dwa — J-du) (18b)

Now the localization condition has the fodk = 0.
In this way we reduced the division operation and
simplify testing of localization conditions. Hendég dkf
function bases on only addition, subtraction and
multiplication operations, which can be directly
implemented by assembler integer instructions o th
microprocessors. This advantage allows to applg thi
approach in systems controlled by control unit® alsth
no big computer power (e.g. 8-bit microcontrollers)
» In the next step the normalized complex variatbkeis
kept by the variablé.
« At the end of the algorithm thain{} function is realized
and the index of the element for which the variableas a
minimum value is written to the variabfault. Thence,
the variablefault keeps the index of the faulty element. A
comparison operation and determination of ti@imum
value are run currently, thus thein{} function needs
only two variables, which saves the data memorgeapa
Thus, this algorithm is simple, that is, its codeupies a
small place e.g. in the microcontroller program rngyrand



it bases on more than ten integer variables placethe For each node the measurement procedure consitts of

microcontroller RAM. following steps (Fig. 6):
« The analog multiplexer connects thenode to the ADC
4. AN APPLICATION EXAMPLE input and to the analog comparator input.

- Detection of theuyx value aboveUgsset by the analog
comparator starts the 16-bit timer.
« If the 16-bit timer counts offi/4, it triggers the ADC.

An application of the method for self-testing ofeth
analog part of the embedded electronic system fhal
presented on an exemplary system controlled by8tbé
microcontroller Atmegal6 (Fig. 5). T=1f

This microcontroller has [17]: two advanced 8-bit" 1he¢ ~ADC  sample result has the value
timers/counters, one 16-bit timer/counter enablprgcise Usample= Ux + Uottset. Thus the microcontroller calculates
measurements of time, the 10-bit SAR-type ADC waith the voltage amplitud&y = Usampie- Uoffset
sample & hold circuit (which gives the possibilityf « The analog multiplexer connects the input sigpato the

measurement of instantaneous voltage values) atidthe analog comparator input.
8-channel analog multiplexer, the analog comparatich . Detection of theuy value aboveUqfiset by the analog
can trigger the 16-bit timer/counter. comparator starts the 16-bit timer to count thestifalayzy.
- The analog multiplexer again connects ¥@ode to the
TESTED analog CONTROL UNIT 9 P : g
AMALOG PART responses A analog comparator input.
8 i s . Detection of theux value aboveUqfset by the analog
i Low ba(ﬂF(:_gpaf)S Filter EU—B ADCS 5 comparator stops the 16-bit timer. Thus, the timer
. ] - b . . .
; o contains the value corresponding to the time dalay
L ] o
T B I
test ] y Analog a3 _ e B N
stirmulation offSet Ay Comparator g :%E 100 : : ] : 5 5 Ugfrset :
m * : : : : : ' : :
VOUT B - i i i i / ‘ j
SDATA  MOSI, = 0 1000 2000 3000 4000 5000 6000 7000 8000 9000
Sinus Generator  |[SCLK SCK o 150 I e e e S A
ADO833 —_ SPlinterface = ; ' P ; ; U 3 :
8.4 FSYNC 535 Z>><§1OO H [ I S e | § Ugtiset | P

TEST SIGNAL : : : : : :
GENERATOR BLOCK 50 1 1 1 1 1 1 I I |
a] 1000 2000 3000 | 4000 5000 6000 7000 8000 8000

Fig. 5. Exemplary embedded electronic system contied by the
Atmegal6 microcontroller

4.1. The measurement procedure O 1000 2000 3000 [4000 5000 €00 7000 000 eo0

In the first step of the self-testing procedure the 5 ‘ ‘ : : ! ‘ !
microcontroller controls measurements of node wgelta
The measurements base on internal resources of tl ; | ;
microcontroller creating the measurement microsyste 0 1000 2000 3000 4000 5000 6000 FOOO 8000 9000

(BIST) existing only during the testing time (theltage T H025pe]
measurement block in Fig. 5). The testing signalegator Fig. 6. Timings of the measurement procedure of viaige responses
block (Fig. 5) controlled via the SPI interface geates a parameters in nodesA and B

sinus wave with a frequency= 735 Hz, an amplitude ) .

Uy,=1V, and an offseéoe= 1 V. The ADC connected to Next, the amplitudeUx and the time delayry are

the appropriate node via the analog multiplexer pagn  converted to realxmeasand imaginaryymeas values of the

Vo|tages in moments established by the 16-bit Mmter Voltage inX node and restored in the form of integer 16-bit
Many approaches are known how to determine sinualues.

wave parameters, based on DFT, FFT and other Migita

sampling algorithms, e.g. [18]. Because the measen 4.2. Generation of the fault dictionary

results are used only for detection and localiratad a Because the described fault diagnosis method bsltng

faulty element, it is proposed to use a less acewpproach SBT methods, the fault dictionary is created durthe

[19], but computing considerably simpler and fastene design of the embedded system and only once faveng

paper presentsnly the idea of measurements of sine-waveanalog circuit. It is generated on a PC computénguthe

parameters, because details of measurement aigstith Matlab program with the Control Toolbox, and isedto a
their imp|ementation and experimentaj verificatiof the text file based on thélmwrite function. Next, it is converted

approach are described in [19]. and placed into the file with the full code of agram.

The BIST controlled by the microcontroller genesate ~ For the tested circuit from Fig. 1, detection ciméhts
the sine-wave stimulating the tested analog pagh#&U;,, describing the approximation circumcirclefom Venom Ra,
in Fig. 6) and measures the amplitudes of voltagponses Re} and the set k}i 1., of localization coefficients are
in nodesA andB (U,, Ug respectively) and their time delays shown in Table 1 and Table 2 respectively.

T, Tz inrelation to the input signéal;,.
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Table 1. Set of detection coefficients

Vxnom R
x [V]
Uxnom [V] Wxnom [V]
NodeA 0.24194 -0.5873 0.0147
NodeB 0.04885 -0.9187 0.027¢

Table 2. Set ki}i-0,1,.) Of localization coefficients

Ki(R1) | ko (R2) | k3 (R3) | K4 (C1) | Ks(C2) | Ke (C3)
K 1.3081 1.3692 2.5536 1.3081 2.4845 2.1060
¥ -0.6221 3.2680 0.6731 -0.6221 0.8246 0.7153

The Atmegal6é does not
calculations. Thus, it is proposed to convert flogitpoint
coefficients to integer values. This solution codesably
reduces calculations and the procedure code skagoQsly,
this conversion introduces rounding errors, but,
mentioned earlier, we use measurement resultstenthtlt
dictionary only at the level
localization. Thus a 16-bit accuracy is compleglfficient.

It was assumed that coefficients,om Wxnom Rx are
multiplied by 32768, and the sekfi-o 1., by 128 and next
rounded to integer values. This conversion infl@snonly
the calculation made by thikf function (Fig. 4), which was
considered in its code (Listing 5). The finarsion of the
fault dictionary is presented in Listing 1.

/1 Detection coefficients
const int uA nom= 7928, WA _nom = -19245;
const int uB_nom= -1601, wB_nom = -30106;

const int RA = 465, RB = 886;

/1 Localization coefficients
#define | 6

const int re_Kk[I
const int imKk[I

{167, 175, 327, 167, 318, 270} ;

] =
] = {-80, 418, 86,-80, 106, 92}:

Listing 1. Code of the fault dictionary written in ANSI C

It is seen that the fault dictionary consists ofcb®istant
integer values, which gives only 36 bytes in thegoam
memory. It is very small in comparison with theesaf the
microcontroller program memory (16KB), which is timain
advantage of the proposed diagnosis method.

4.2. Fault detection and localization procedures

After the measurement procedure the microcontrollef 3! -

runs firstly the detection procedure and next, ifaalt is
detected, the localization procedure. These praesdbase

on measurement results included in variables shawn

Listing 2 and the fault dictionary (Listing 1) atitey work
according to the algorithm shown in Fig. 4.

The detection procedure is realized by tthetection
function shown in Listing 2.

#def i ne MAX OxOFF
typedef unsigned char uint8;
int duA, dwA, duB, dwB;

int uA_nmeas, WA neas, uB neas,
uint8 fault, selftest;

wB_neas;
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support floating point

ui nt 8 detection(void)

{

int rA rB;

duA = uA neas - UA _nom
dwA = WA neas - WA _nom
duB = uB _neas - uB_nom
dwB = wB_neas - wB_nom
rA = di stance(duA dwA);

rB = di stance(duB, dwB);

if((rA<RA & (rB < RB)) return(0);
el se return( MAX);
}

Listing 2. Code of the fault detection procedure witten in ANSI C

This function exactly implements the first part thie
algorithm shown in Fig. 4. It calculates subtragctidoetween

g&oordinates of the measurement point and the ndrpoiat.

Next, basing on thalistance function it calculates the

of fault detection anddistances between these points for nédand nodeB. At

the end, the function checks the position of thasneement
point basing on condition (14). If this point isside the
approximation circle (condition (14) is fulfilledf) returns 0,
else it returns MAX = FFh.

Thanks to the assumption of the taxi norm, distance
function is very simple. It uses only an absoluédue and
an integer addition operator, and also returns raager
value (Listing 3).

int distance(unsigned int x,unsigned int y)

{

X fabs(x);
fabs(y);

y
return((x+y));

/1 taxi norm

Listing 3. Code of thedistance function written in ANSI C

The second part “Fault localization” of the algbnit on
Fig. 4 was written as tHecalizationfunction (Listing 4).

#def i ne MAXMAX OxO7FFF

uint8 localization(void)

uint8 i, fault_i;
int d_i, dk;
d_i = MAXMAX;

= MAX

for(i=0;i<l;i+

{
dk = dkf(re_k[i],imKk[i]);
if(dk < d_i)

i
ault i =i

{

d = dk;

f + 1;
}

return(fault _i);

}
Listing 4. Code of thelocalization function written in ANSI C

This function initializes temporary variabled i and
fault_i with maximum values. Next, differencdk between
slopeskneasandk; are calculated times by thedkf function



in the loop “for”. In this loop the minimum valud the dk
variable and corresponding to it the number (thaex) of
the circuit element are also determined. At the, ethe

function returns the number of the faulty element.

The dkf function realizes the relationship (18b) and
additionally it returns thelk variable in the form of an

absolute value (Listing 5).

#define N 7

int dkf(int re_ki,int imki)

5. SIMULATION RESULTS

The effectiveness and robustness against element
tolerances of the fault diagnosis algorithm based tiue
node-voltage relation was tested in a simulatioy wa the
circuit from Fig. 1.

It was assumed that resistors and capacitors hée 1
tolerances. Testing sets of measurement slopes
Kmeas= {Kmeas } m=1,..m fOr all circuit elements were generated
using the Monte Carlo method (Fig. 7).

{ 700(
int re_dk, imdk, tuB, twB; IR ERIL Ay X
tuB = duB << N; /1 2 power N 00l
twB = dwB << N, /1 2 power N
400 F : y
re dk = tuB - re_ Ki*duA + i mki*dwA . /
imdk = twB - re_ki*dwA - imki*duA; e = &
E N
} R
100 Ll
Listing 5. Code of thedkf function written in ANSI C toe
ol e RB
R1 :
The last listing (Listing 6) presents the exemplaoge S “‘\!-“‘31
of the fragment with the code of the self-testinggedure of : :
the main program controlling the embedded system. 200 10 200 a0 a0 500
Re kmeas

/* main program*/

int main(void)
{

avr_init(); /1 initialization and

Fig. 7. Graphical illustration of testing sets of reasurement slopes
{Kmeas"}m=1,.m for all circuit elements for the circuit from Fig. 1 for 1%

tolerances of resistors and capacitors

From Fig. 7 it is seen that measurement slopefeeisl

/1" configuration and C1 elements overlap. It follows from the fawttthese

/1 of the mcrocontroller

sel ftest = 1: elements are not situated between nodes A and Bheyd
cannot be distinguished from these nodes as separat

{vmi le(1) elements (Fig. 1).

if(selftest)

selftest = 0; // clear selftest flag
neasurenet(); // neasurenent procedure

—————————————————————————————————————————————————————————————————————

FLOR1g.01 %]
4]
jaal
0

- i i ; T

/] described in [19] 1 25 tolerance of G [%] 5 10
100y pTT e ;
fault = detection(); USRS SN SRS SO S i
if(fault) fault = localisation(); QE%* 777777777777777777777777777777777777777777777
S SRR NSRRI SO SVSRORY S
1 1
} 1 25 tolerance of G [%4) 5 10
e L T S I
return(0); ~
G AUt SRR DRSO UNURRUUP NUURURTUE SOOI
OI
Listing 6. Exemplary code of the fragment of the mia program T g

controlling the embedded system

It is seen that we propose to run the self-testing
procedure after reset of the microcontroller. Dgrithe
initialization part theselftestflag is set, what activates the
self-testing procedure. This procedure clearsstittestflag
and makes measurementaeg@suremenfunction), next it
detects the faultdgtection function), and if the fault is
detected, it runs thecalizationfunction.

After the self-testing procedure, the localizati@sult
can be e.g. displayed on any display provided ensystem
or it can be transmitted to a personal computeawiaserial
interface.
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FLOqg [%)

1 2.5 yglerance of G [%]

Listing 8. Simulation results of FLC; coefficients for the circuit from

Fig. 1 for 1% tolerance of resistors



(2]

The Fault Localization Covering coefficient of th¢h
element FLC;) was introduced, defined as:

FLC,[%] = % 100% (19)

3
where:m — the number of corrected localized measuremen[t]
points (measurement slopes) for th#h elementM — the
number of all generated points (measurement sldpeshe
i-th element introduced to the localization algarith

Simulation results ofLC; coefficients for 1% resistor
tolerance and for capacitors tolerances 1%, 2.5%,abhd
10% were drawn in Fig. 8. It is seen that the dimim
method works correctly for 1% tolerances of allnedmts
(for all elements FL{C> 98%) as also shown in Table 3.

[4]

5]

[6]

Table 3.FLC; for 1% tolerances of R and 1% tolerances of C

R1 and C1 R2 R3 Cc2 C3
FLGi [%] | R1-99.998 99.511| 98.515|98.013| 98.745
C1-99.992

[7]

Obviously, when element tolerances grow, tREC [8]
diminishes under an acceptable level (particuldoly 5%
and 10%FLC; > 92%,FLC; > 64% adequately). Basing on
presented simulation results and the fact that rasemt
resistors even with tolerances 0.01% and capacitotis
tolerances less that 1% are available on the manketcan
say that the presented fault diagnosis algorithnmolsust
against element tolerances.

[9]

Alippi C., Catelani M., Mugnaini M.: “SBT Soft Féu
Diagnosis in Analog Electronic Circuits: A SensitywBased
Approach by Randomized Algorithms”, IEEE Transaciion
On Instrumentation And Measurement, Vol. 51, No.pp,
1116-1125, October 2002.

Wang P., Yang S.: “A New Diagnosis Approach Ftandling
Tolerance in Analog and Mixed-Signal Circuits by tgi
Fuzzy Math”, IEEE Transactions On Circuits And Syste-

I: Regular Papers, Vol. 52, No. 10, pp. 2118-212@tober
2005.

Catelani M., Fort A., Alippi C.: “A fuzzy approacfor soft
fault detection in analog circuits”, Measurementpl.V32,
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Toczek W., Zielonko R., Adamczyk A.: “A methodrffault
diagnosis of nonlinear electronic circuits”, Measuent, Vol.
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Robotycki A., Zielonko R.: "Fault Diagnosis of Alog
Piecewise Linear Circuits Based on Homotopy”, IEEBNE:
on Instrument And Measurement, Vol. 51, No. 4, Astgu
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Liu R.: “Testing and diagnosis of analog cirsuitand
systems”, Van Nostrand Reinhold, New York 1991.

Czaja Z.: “A diagnosis method of analog parts noifxed-
signal systems controlled by microcontrollers”, [d@sement.,
Vol. 40, Issue 2, pp. 158-170, February 2007.

Savir J., Guo Z.: "Test Limitations of ParanietFaults in
Analog Circuits”, |IEEE Trans. on Instrument And
Measurement, Vol. 52, No. 5, pp. 1444-1454, Oct@63.

[10] Catelani M., Fort A.: "Fault diagnosis of elemtic analog

circuits using a radial basis function network sifisr”,
Measurement, Vol. 28, Issue 3, pp. 147-158, Octabeo.

[11] Czaja, Z.; Zielonko, R Fault diagnosis in electronic circuits

6. CONCLUSIONS

The author’s significant contribution is the proabef a
new fault diagnosis approach of single faults ofgdze
elements of analog electronic circuits based onrbde-
voltage relation method. This approach was adapied
implemented in ANSI C code for self-testing of thealog

based on bilinear transformation in 3-D and 4-Dcsg§
IEEE Trans. on Instrument And Measurement, Volurge 5
Issue 1, pp. 97-102, February 2003.

[12] Lo C. H., Wong Y. K., Rad A. B., Chow K. M.: “Fumsi of

qualitative bond graph and genetic algorithms: Aultfa
diagnosis application”, ISA Transactions, Vol. #dsue 4, pp.
445-456, October 2002.

part of an electronic embedded system controlledaby [13] Czaja Z., Zagski D.: “Employing a fuzzy logic based method

control unit represented by the microcontroller. eTh

approach of self-testing consists of three parts:

« Measurements of the amplitude and phase of vatage
accessible nodes of the tested analog circuit usilegnal
resources of the microcontroller.

« A new way of creation of the fault dictionary desorip
the nominal state of the tested circuit and coigin
indirect parameters representing respective cifauits.

« A new fault detection and localization algorithm
implemented wittsuccess in the 8-bit microcontroller.

Thus, the main advantages of this approach arera v
small size of the fault dictionary (occupying only

12 +1-4 = 36 bytes fol =6 elements) and the simple and

fast fault detection and localization algorithm, esda only

integer operations on integer numbers are executed.
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