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Abstract:  A new method of diagnosis of single faults of 
passive elements in analog electronic circuits, based on the 
node-voltage relation approach, is presented. This method 
consists of two parts: creation of a fault dictionary 
describing the nominal state of the tested circuit and 
containing indirect parameters representing respective faults, 
and a new fault detection and localization algorithm.  
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1. INTRODUCTION 

The level of fault diagnosis of analog circuits and also 
analog parts and components of mixed-signal electronic 
systems is still insufficient in spite of continuous 
development in this field, especially for circuits with limited 
measurement accessibility. It follows from the fact that 
components of analog circuits have continuous values 
varying within [0, ∞), where values 0 and ∞ representing 
catastrophic faults can additionally change the topology of 
the circuit; stimulation and response signals are also 
continuous and they can assume the shape of any function. 
Additional problems of fault diagnosis are the presence of 
component tolerances and circuit nonlinearities.  

At present, computer computation based on the Monte 
Carlo method [1,2] or an approach based on fuzzy logic 
[3,4] are more and more often used to solve the first 
problem. The second problem is resolved by the piecewise 
linearization approach [5,6]. In this case a nonlinear circuit 
is “converted” into a set of linear circuits.  

However, for electronic linear circuits the relations 
between measured parameters and component parameters 
usually are nonlinear. So, the calculations are complex even 
for simple linear circuits, and their complexity grows faster 
than the number of circuit components [7]. For this reason 
SBT (simulation before test) methods usually are used, what 
cuts the testing time. Test procedures do not need big 
computing power because the considerable majority of 
calculations are made in the pre-testing state. The SBT 
methods base on an analytical approach [8,9], neural 
networks [10,11], genetic algorithms [12] and the fuzzy 
logic approach [4,13]. For analytical methods the 
localization bases on the determination of component values 
[9] or bases on comparison of indirect parameters [14]. 

One of the analytical SBT methods, which uses indirect 
parameters for localization, is the approach based on a node-
voltage relation [14]. Its main advantage is the linearity 
dependence between measurement parameters of the circuit 
(its node voltages) and indirect parameters which describe 
relations between the node voltages. Additionally, one 
indirect parameter is attributed to the failure of one 
component. Thus, the number of these parameters is equal to 
the number of circuit components. Due to this, the fault 
dictionary is small and calculations made during the testing 
procedure are not complicated. Hence, this method can be 
used for self-testing of analog parts of electronic embedded 
systems, where control units cannot appoint great computing 
power and also data and program memory spaces for 
diagnosis procedures and fault dictionaries. 

Thus, in the paper a new algorithm of the fault diagnosis 
of analog circuits based on this approach will be presented. 
It can be implemented in electronic embedded systems 
controlled by microcontrollers, digital signal processors 
(DSP) or system-on-chips (SoC). 

2. PRINCIPLES OF THE NODE-VOLTAGE RELATION 
APPROACH 

Let the analog circuit under test consist of p1, .., pi, .., pI 
passive elements (components), where I is the number of 
circuit elements. The circuit is stimulated by a DC or AC 
stimulus and voltages vA and vB of two nodes A and B are 
measured. The relations, as described in [14], between vA 
and pi and between vB and pi can be written as: 
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If the inverse function for any of the two functions in (1) 
exists, what was fulfilled for linear analog circuits, we can 
eliminate the variable pi from (1). For this purpose we can 
inverse e.g. the first function )(1

AiAii vfp −=  and put in to the 

second line of (1): 
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The formula (2) is called the V2 relation function [14]. This 
function does not contain the parameter pi. So, it is 
determined by parameters of the remaining elements 
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{ pj} j=1, .., I and j ≠ i  and the topology of the circuit ))(( 1 ⋅−
AiBi ff . 

This is called the invariance of the V2 relation function. 
It is well known that the voltage transfer function 

(describes the relation between voltages in the input node 
and the output node [15] and also between voltages in the 
input node and internal nodes [16]) of a linear electronic 
circuit can be described in the form of a bilinear function of 
the value of each circuit component parameter pi: 
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where: αi , βi , χi , δi are complex coefficients, αiδi-βIχi≠0, 
vin – input voltage, vXi – voltage in the X node, X={A, B, C, 
…}. 

Thus, the voltage in the X node can be described as: 
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Hence, for linear analog circuits the relation between the 
node voltage vXii and the parameter pi (5) is a hyperbolic 
function, where the voltage takes real values for purely 
resistive circuits under a DC stimulus, and for linear RC 
circuits under an AC stimulus it is a complex number.  

For two nodes A and B we can write: 










+
+⋅==

+
+⋅==

Bii

BiiBi
iBiBi

Aii

AiiAi
iAiAi

dp

bpa
pfv

dp

bpa
pfv

)(

)(
   (6) 

and functions fAi(·) and fBi(·) have the same denominator [14] 
dAi = dBi. Proceeding accordingly with the formula (2), from 
the first function of (6), we determine the pi parameter:  
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Substituting (7) into the second function of (6), we get the 
V2 relation function:  
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The relation function (8) is a linear function vAi = ki·vBi + bi 
on the v1 – v2 plane, where the slope ki and an intercept bi 
have the forms: 
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From relations (9) it is seen that parameters ki and bi do not 
depend on the pi parameter, they are only related to other 
components’ parameters and the circuit topology. 

Assuming that a fault set has the form FI = {Fi} i=0,1,..,I, 
where for i = 0 we have a fault-free state (a nominal state) 
and Fi denotes a failure of the pi element (a catastrophic 
fault or a soft fault (parametric deviation)). When the circuit 
is in the nominal state, voltages in nodes A and B have the 
following values vAnom and vBnom respectively. For respective 
faults in the fault set we obtain different V2 relation 
functions. Their graphs cross the same point (vAnom, vBnom) 
named the nominal point in the v1 – v2 plane. Because they 
are linear functions, we can write them in the form: 

)( BiBnomiAiAnom vvkvv −⋅=− , where i = 1, .., I (10) 

Therefore, the slope ki can be assigned from the relation: 
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Hence, the slope ki can be used as a fault character 
(indirect parameter) for the Fi fault state, that is ki  is related 
to the fault of the i-th element. The set KI={ki} i=0,1,..,I can be 
determined in the pre-testing stage and treated as a fault 
dictionary. So, generally the fault diagnosis of a single fault 
case bases on measurements of values vAmeas, vBmeas of 
voltages in nodes A and B, and an assignment of the kmeas 

parameter bases on (11), which is compared with the set KI. 
The near value ki (kmeas ≈ ki) shows the fault of the i-th element. 

As mentioned above for a linear circuit, node voltages 
are complex numbers. Hence, the slope ki is also a complex 
number. Thus, it can be written: ki = κi + j·γi , where: 
κi = Re(ki), ·γi = Im(ki ). 

3. FAULT DIAGNOSIS PROCEDURES 

The diagnosis method of single faults based on the node-
voltage relation consists of two stages: 
• Pre-testing stage, where the fault dictionary of the tested 

analog circuit is created. 
• Fault detection and fault localization stages basing on 

measurement results and the fault dictionary, where first 
the fault detection is made, and when a fault is detected, 
the localization of a single fault is carried out. 
The second stage was divided into two parts, because in 

this method to localize a fault we have to know that the 
circuit is faulty, what is explained below. 

We know that the parameter ki depends on all circuit 
parameters without the parameter pi. If kmeas is calculated 
from measurement results and if kmeas ≈ ki, it means only that 
all elements of the tested circuit without the pi element have 
nominal values. Hence, the pi element can, but does not have 
to be faulty (ki is not a function of pi). But if we know that 
the circuit is faulty (after a detection procedure) and 
kmeas ≈ ki, then the pi element is faulty, because the 
remaining elements are not faulty. 

3.1.  Creation of the fault dictionary 
The method will be illustrated on the analog circuit 

shown in Fig. 1. The low-pass active filter is stimulated by a 
sinusoidal signal with a frequency f = 735 Hz and an 
amplitude Vin = 1 V (Fig. 2). Nodes A and B are marked in 
Fig. 1, where only node A is an internal node. This solution 
simplifies the design of the circuit and measurement 
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procedures, what is especially important for electronic 
embedded systems.  

 
Fig. 1. The tested analog circuit, where R1=R2=R3=5 kΩΩΩΩ, C1=44.5 nF, 

C2=6.42 nF, C3=110 nF 
 

 
Fig. 2. Timings in nodes A and B for the nominal state  

of the circuit from Fig. 1. 
 

In the first step of creation of the fault dictionary we 
generate data used by the detection algorithm, that is, the 
description of the circuit in the nominal state. Fig. 3 
illustrates nominal areas which represent the nominal state 
in nodes A and B. They were drawn based on the Monte 
Carlo method with regard to 1% tolerances of resistors and 
capacitors. 

Thus, if voltages measured in nodes A and B, that is, the 
measurement point PAmeas in node A with coordinates 
(Re(vAmeas), Im(vAmeas)) and the measurement point PBmeas 
(Re(vBmeas), Im(vBmeas)) in the node B, both are placed inside 
nominal areas of respective nodes, it means that the tested 
circuit is fault-free.  

Hence, data representing the circuit in the nominal state 
should describe nominal areas for both nodes. It was 
assumed that each nominal area is described by an 
approximation circle with a centre PXnom and a radius RX, 
where X signifies any node (Fig. 3).  

Determination of parameters of the approximation circle 
is realized by the following algorithm: 
• Coordinates (Re(vXnom), Im(vXnom)) of the centre PXnom are 

calculated for the nominal state of the circuit. 
• M points with coordinates (Re(vXm), Im(vXm)), m=1, .., M, 

representing the nominal area are generated using the 
Monte Carlo method. 

• The length of the radius RX is determined from the 
relationship: 
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Fig. 3. Nominal areas of the node A and the node B for the tested 

analog circuit with approximation circles  
 
In the case (12a) the circle is circumscribed on the 

nominal area. Certainly, we can change the external operator 
“max” to “min”, what implies that the circle will be 
inscribed into the nominal area (12b). The choice between 
the approximation circumcircle and incircle can depend on 
application requirements. For instance, if the embedded 
system is used in critical applications (e.g. in medicine, in 
aerospace) we should decide to use the incircle, because for 
these applications reliability is the most important, and when 
the circuit still works correctly but on a boundary of 
elements tolerances, it is better to treat it as faulty than to 
allow conversion errors. For custom applications we can use 
the first case to eliminate unnecessary alarms, especially 
when the circuit works correctly. 

At the end of this step of creation of the fault dictionary, 
the following parameters of approximation circles are 
written to the fault dictionary: {vAnom, vBnom, RA, RB}, where 
vAnom, vBnom are complex numbers. If we write that 
vXnom = uXnom + j⋅wXnom, the fault dictionary has the form: 
{ uAnom, wAnom, uBnom, wBnom, RA, RB}. 

Generation of the slope set KI  (localization coefficients) 
is realized in the second step of creation of the fault 
dictionary. Calculations of ki base on the modified relation (11): 
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where vA(·), vB(·) are calculated voltage values for given 
values of the pi element in nodes A and B, pinom – the 
nominal value of the pi element, ξ – the assumed deviation 
of the pi element value. In the paper it was assumed that ξ is 
equal to 10. 

Based on this relation (13) I localization coefficients are 
calculated. Thus, after this step we add to the fault 
dictionary the set {ki} i=0,1,..,I of complex coefficients, where 
we write that ki = κi + j·γi .  
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Hence, finally the full fault dictionary has the following 
form: {uAnom, wAnom, uBnom, wBnom, RA, RB, {  κi, γi } i=0,1,..,I}. It 
will be used by the fault detection and localization 
algorithm. 

3.2.  The fault detection and localization algorithm 
Fault detection and fault localization stages are realized 

by the algorithm shown in Fig.4. 

 
Fig. 4. Detection and localization algorithm of a single soft fault 

 
It is seen (Fig. 4) that the algorithm consists of two parts. 

The first part is responsible for the fault detection. If it 
detects a fault, the second part of the algorithm is running 
and the fault is localized. 

At the beginning of the fault detection part the variable 
fault containing the number (the index) of the faulty element 
is cleared. Next, differences kept by variables duA, dwA, 
duB, dwB between measurement results (variables: 
uA_meas, wA_meas, uB_meas, wB_meas) in nodes A and B 
and nominal voltage values (variables: uA_nom, wA_nom, 
uB_nom, wB_nom) in these nodes are calculated. At the end 
of this part it is tested that the measurement result is placed 
inside the approximation circles, i.e.: is the result satisfying 
the following condition: 
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where || · || is a norm defining the relation on a distance 
calculation. The taxi norm was assumed, because the 
described testing method is elaborated to implement it in 
8-bit microcontrollers which do not have big computing 
power. It considerably simplifies calculations, because we 
use only three integer operations: subtraction, an absolute 
value and addition (represented by single microcontroller 
assembler instructions). 

If condition (14) is satisfied, the algorithm is finished 
with the cleared variable fault, which means that the tested 
circuit is fault-free.  

Else the fault localization part is run. At the beginning of 
the fragment of the localization algorithm the temporary 
variable d_i and the index variable i are initialized, where 
MAX is the maximal value for a given numerical system. It 
is assumed that variables are of the integer type (16-bit 
words), thus MAX = 7FFFh. Next, the following operations 
are repeated I times: 
• The dkf function realizes the relationship (18b) and 

returns the result to the complex variable dk. From the 
localization condition kmeas ≈ ki and (13) we know that: 
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Thus, we can write: 

A

B
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Transforming (16) we obtain: 

A

B
ii dv

dv
dkk =−     (17) 

what finally gives: 

dki = dvB – ki·dvA         (18a) 

We can write (18a) in the form:  

dki = (duB – κi·duA + γi·dwA)     

 + j·(dwB – κi·dwA – γi·duA)      (18b) 

Now the localization condition has the form dki ≈ 0. 
In this way we reduced the division operation and 
simplify testing of localization conditions. Hence, the dkf 
function bases on only addition, subtraction and 
multiplication operations, which can be directly 
implemented by assembler integer instructions of the 
microprocessors. This advantage allows to apply this 
approach in systems controlled by control units also with 
no big computer power (e.g. 8-bit microcontrollers). 

• In the next step the normalized complex variable dk is 
kept by the variable d. 

• At the end of the algorithm the min{} function is realized 
and the index of the element for which the variable d has a 
minimum value is written to the variable fault. Thence, 
the variable fault keeps the index of the faulty element. A 
comparison operation and determination of the minimum 
value are run currently, thus the min{} function needs 
only two variables, which saves the data memory space. 
Thus, this algorithm is simple, that is, its code occupies a 

small place e.g. in the microcontroller program memory and 
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it bases on more than ten integer variables placed in the 
microcontroller RAM.  

4. AN APPLICATION EXAMPLE 

An application of the method for self-testing of the 
analog part of the embedded electronic system will be 
presented on an exemplary system controlled by the 8-bit 
microcontroller Atmega16 (Fig. 5).  

This microcontroller has [17]: two advanced 8-bit 
timers/counters, one 16-bit timer/counter enabling precise 
measurements of time, the 10-bit SAR-type ADC with a 
sample & hold circuit (which gives the possibility of 
measurement of instantaneous voltage values) and with the 
8-channel analog multiplexer, the analog comparator which 
can trigger the 16-bit timer/counter. 

 

 
Fig. 5. Exemplary embedded electronic system controlled by the 

Atmega16 microcontroller 

4.1.  The measurement procedure 
In the first step of the self-testing procedure the 

microcontroller controls measurements of node voltages. 
The measurements base on internal resources of the 
microcontroller creating the measurement microsystem 
(BIST) existing only during the testing time (the voltage 
measurement block in Fig. 5). The testing signal generator 
block (Fig. 5) controlled via the SPI interface generates a 
sinus wave with a frequency f = 735 Hz, an amplitude 
Uin = 1 V, and an offset Uoffset = 1 V. The ADC connected to 
the appropriate node via the analog multiplexer samples 
voltages in moments established by the 16-bit timer/counter.  

Many approaches are known how to determine sinus 
wave parameters, based on DFT, FFT and other digital 
sampling algorithms, e.g. [18]. Because the measurement 
results are used only for detection and localization of a 
faulty element, it is proposed to use a less accurate approach 
[19], but computing considerably simpler and faster. The 
paper presents only the idea of measurements of sine-wave 
parameters, because details of measurement algorithms, 
their implementation and experimental verification of the 
approach are described in [19]. 

The BIST controlled by the microcontroller generates 
the sine-wave stimulating the tested analog part (signal Uin 
in Fig. 6) and measures the amplitudes of voltage responses 
in nodes A and B (UA, UB respectively) and their time delays 
τA, τB  in relation to the input signal Uin. 

For each node the measurement procedure consists of the 
following steps (Fig. 6): 
• The analog multiplexer connects the X node to the ADC 

input and to the analog comparator input. 
• Detection of the uX value above Uoffset  by the analog 

comparator starts the 16-bit timer.  
• If the 16-bit timer counts off T/4, it triggers the ADC. 

T = 1/f. 
• The ADC sample result has the value 

Usample = UX + Uoffset . Thus the microcontroller calculates 

the voltage amplitude UX = Usample - Uoffset. 
• The analog multiplexer connects the input signal uin to the 

analog comparator input. 
• Detection of the uX value above Uoffset  by the analog 

comparator starts the 16-bit timer to count the time delay τX. 
• The analog multiplexer again connects the X node to the 

analog comparator input. 
• Detection of the uX value above Uoffset  by the analog 

comparator stops the 16-bit timer. Thus, the timer 
contains the value corresponding to the time delay τX. 

 
Fig. 6. Timings of the measurement procedure of voltage responses 

parameters in nodes A and B 
 

Next, the amplitude UX and the time delay τX are 
converted to real vXmeas and imaginary wXmeas values of the 
voltage in X node and restored in the form of integer 16-bit 
values. 

4.2.  Generation of the fault dictionary 
Because the described fault diagnosis method belongs to 

SBT methods, the fault dictionary is created during the 
design of the embedded system and only once for a given 
analog circuit. It is generated on a PC computer using the 
Matlab program with the Control Toolbox, and is saved to a 
text file based on the dlmwrite function. Next, it is converted 
and placed into the file with the full code of a program. 

For the tested circuit from Fig. 1, detection coefficients 
describing the approximation circumcircle {vAnom, vBnom, RA, 
RB} and the set {ki} i=0,1,..,I of localization coefficients are 
shown in Table 1 and Table 2 respectively. 
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Table 1. Set of detection coefficients 

vXnom  
uXnom [V] wXnom [V] 

RX [V]  

Node A 0.24194 -0.5873 0.0142 

Node B 0.04885 -0.9187 0.0270 

 
Table 2. Set {ki} i=0,1,..,I of localization coefficients 

 k1 (R1) k2 (R2) k3 (R3) k4 (C1) k5 (C2) k6 (C3) 
κκκκιιιι 

1.3081 1.3692 2.5536 1.3081 2.4845 2.1060 

γγγγιιιι 
-0.6221 3.2680 0.6731 -0.6221 0.8246 0.7153 

 
The Atmega16 does not support floating point 

calculations. Thus, it is proposed to convert floating point 
coefficients to integer values. This solution considerably 
reduces calculations and the procedure code size. Obviously, 
this conversion introduces rounding errors, but, as 
mentioned earlier, we use measurement results and the fault 
dictionary only at the level of fault detection and 
localization. Thus a 16-bit accuracy is completely sufficient. 

It was assumed that coefficients uXnom, wXnom, RX are 
multiplied by 32768, and the set {ki} i=0,1,..,I by 128 and next 
rounded to integer values. This conversion influences only 
the calculation made by the dkf function (Fig. 4), which was 
considered in its code (Listing 5). The final version of the 
fault dictionary is presented in Listing 1. 

 
// Detection coefficients 
const int uA_nom = 7928,  wA_nom = -19245; 
const int uB_nom = -1601, wB_nom = -30106; 
 
const int RA = 465, RB = 886; 
 
// Localization coefficients 
#define I 6 
const int re_k[I] = {167,175,327,167,318,270}; 
const int im_k[I] = {-80,418, 86,-80,106, 92}; 

Listing 1. Code of the fault dictionary written in ANSI C 
 
It is seen that the fault dictionary consists of 18 constant 

integer values, which gives only 36 bytes in the program 
memory. It is very small in comparison with the size of the 
microcontroller program memory (16KB), which is the main 
advantage of the proposed diagnosis method. 

4.2.  Fault detection and localization procedures 
After the measurement procedure the microcontroller 

runs firstly the detection procedure and next, if a fault is 
detected, the localization procedure. These procedures base 
on measurement results included in variables shown in 
Listing 2 and the fault dictionary (Listing 1) and they work 
according to the algorithm shown in Fig. 4. 

The detection procedure is realized by the detection 
function shown in Listing 2.  
 
 
#define MAX 0x0FF 
 
typedef unsigned char uint8; 
 
int duA, dwA, duB, dwB; 
int uA_meas, wA_meas, uB_meas, wB_meas; 
uint8 fault, selftest; 
 

uint8 detection(void) 
{ 
int rA, rB; 
 
duA = uA_meas - uA_nom; 
dwA = wA_meas - wA_nom; 
duB = uB_meas - uB_nom; 
dwB = wB_meas - wB_nom; 
 
rA = distance(duA,dwA); 
rB = distance(duB,dwB); 
 
if((rA < RA) && (rB < RB)) return(0); 
else return(MAX); 
} 

Listing 2. Code of the fault detection procedure written in ANSI C 
 
This function exactly implements the first part of the 

algorithm shown in Fig. 4. It calculates subtractions between 
coordinates of the measurement point and the nominal point. 
Next, basing on the distance function it calculates the 
distances between these points for node A and node B. At 
the end, the function checks the position of the measurement 
point basing on condition (14). If this point is inside the 
approximation circle (condition (14) is fulfilled) it returns 0, 
else it returns MAX = FFh.  

Thanks to the assumption of the taxi norm, the distance 
function is very simple. It uses only an absolute value and 
an integer addition operator, and also returns an integer 
value (Listing 3). 

 
int distance(unsigned int x,unsigned int y) 
{ 
x = fabs(x); 
y = fabs(y); 
return((x+y));    // taxi norm 
} 

Listing 3. Code of the distance function written in ANSI C 
 
The second part “Fault localization” of the algorithm on 

Fig. 4 was written as the localization function (Listing 4). 
 

#define MAXMAX 0x07FFF 
 
uint8 localization(void) 
{ 
uint8 i, fault_i; 
int d_i, dk; 
 
d_i = MAXMAX; 
fault_i = MAX; 
 
for(i=0;i<I;i++) 
    { 
 dk = dkf(re_k[i],im_k[i]); 
    if(dk < d_i) 
    { 
    d_i = dk; 
    fault_i = i + 1; 
    } 
 }    
return(fault_i); 
} 

Listing 4. Code of the localization function written in ANSI C 
 

This function initializes temporary variables d_i and 
fault_i with maximum values. Next, differences dk between 
slopes kmeas and ki are calculated I times by the dkf function 

302



in the loop “for”. In this loop the minimum value of the dk 
variable and corresponding to it the number (the index) of 
the circuit element are also determined. At the end, the 
function returns the number of the faulty element.  

The dkf function realizes the relationship (18b) and 
additionally it returns the dk variable in the form of an 
absolute value (Listing 5). 
 
#define N 7 
 
int dkf(int re_ki,int im_ki) 
{ 
int re_dk, im_dk, tuB, twB; 
 
tuB = duB << N;    // 2 power N 
twB = dwB << N;    // 2 power N 
 
re_dk = tuB - re_ki*duA + im_ki*dwA; 
im_dk = twB - re_ki*dwA - im_ki*duA; 
 
return(distance(re_dk,im_dk));   
} 

Listing 5. Code of the dkf function written in ANSI C 
 

The last listing (Listing 6) presents the exemplary code 
of the fragment with the code of the self-testing procedure of 
the main program controlling the embedded system. 

 
/* main program */ 
 
int main(void) 
{ 
    avr_init();      // initialization and  

// configuration  
// of the microcontroller 

    selftest = 1; 
      . . . 
    while(1) 
    { 
      . . . 
 if(selftest) 
    { 
    selftest = 0;  // clear selftest flag 
    measuremet();  // measurement procedure  
      // described in [19] 
 
    fault = detection();     
    if(fault) fault = localisation();   
    } 
      . . . 
    } 
      . . . 
    return(0); 
} 

Listing 6. Exemplary code of the fragment of the main program 
controlling the embedded system 

 
It is seen that we propose to run the self-testing 

procedure after reset of the microcontroller. During the 
initialization part the selftest flag is set, what activates the 
self-testing procedure. This procedure clears the selftest flag 
and makes measurements (measurement function), next it 
detects the fault (detection function), and if the fault is 
detected, it runs the localization function.  

After the self-testing procedure, the localization result 
can be e.g. displayed on any display provided in the system 
or it can be transmitted to a personal computer via any serial 
interface. 

 

5. SIMULATION RESULTS 

The effectiveness and robustness against element 
tolerances of the fault diagnosis algorithm based on the 
node-voltage relation was tested in a simulation way on the 
circuit from Fig. 1. 

It was assumed that resistors and capacitors have 1% 
tolerances. Testing sets of measurement slopes 
Kmeas = {kmeas

m} m=1,..,M for all circuit elements were generated 
using the Monte Carlo method (Fig. 7). 

 
Fig. 7. Graphical illustration of testing sets of measurement slopes 

{kmeas
m}m=1,..,M for all circuit elements for the circuit from Fig. 1 for 1% 

tolerances of resistors and capacitors 

From Fig. 7 it is seen that measurement slope sets for R1 
and C1 elements overlap. It follows from the fact that these 
elements are not situated between nodes A and B and they 
cannot be distinguished from these nodes as separate 
elements (Fig. 1).  

 
Listing 8. Simulation results of FLCi coefficients for the circuit from 

Fig. 1 for 1% tolerance of resistors  
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The Fault Localization Covering coefficient of the i-th 
element (FLCi) was introduced, defined as:  

%100[%] ⋅=
M

m
FLC i

i
    (19) 

where: mi – the number of corrected localized measurement 
points (measurement slopes) for the i-th element, M – the 
number of all generated points (measurement slopes) for the 
i-th element introduced to the localization algorithm. 

Simulation results of FLCi coefficients for 1% resistor 
tolerance and for capacitors tolerances 1%, 2.5%, 5% and 
10% were drawn in Fig. 8. It is seen that the diagnosis 
method works correctly for 1% tolerances of all elements 
(for all elements FLCi > 98%) as also shown in Table 3.  

Table 3. FLCi for 1% tolerances of R and 1% tolerances of C 

 R1 and C1 R2 R3 C2 C3 
FLCi [%]  R1 - 99.998  

C1 - 99.992  
99.511 98.515 98.013 98.745 

 
Obviously, when element tolerances grow, the FLCi 

diminishes under an acceptable level (particularly for 5% 
and 10%: FLCi > 92%, FLCi > 64% adequately). Basing on 
presented simulation results and the fact that at present 
resistors even with tolerances 0.01% and capacitors with 
tolerances less that 1% are available on the market, we can 
say that the presented fault diagnosis algorithm is robust 
against element tolerances.  

6. CONCLUSIONS 

The author’s significant contribution is the proposal of a 
new fault diagnosis approach of single faults of passive 
elements of analog electronic circuits based on the node-
voltage relation method. This approach was adapted and 
implemented in ANSI C code for self-testing of the analog 
part of an electronic embedded system controlled by a 
control unit represented by the microcontroller. The 
approach of self-testing consists of three parts:  
• Measurements of the amplitude and  phase of voltages in 

accessible nodes of the tested analog circuit using internal 
resources of the microcontroller. 

• A new way of creation of the fault dictionary describing 
the nominal state of the tested circuit and containing 
indirect parameters representing respective circuit faults. 

• A new fault detection and localization algorithm 
implemented with success in the 8-bit microcontroller. 
Thus, the main advantages of this approach are: a very 

small size of the fault dictionary (occupying only 
12 + I·4 = 36 bytes for I = 6 elements) and the simple and 
fast fault detection and localization algorithm, where only 
integer operations on integer numbers are executed.  
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