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Abstract: A new class of multi-port methods based on of oscillation of the tested circuit, should be @oned in

extension of input-output two-port methods of staHult
diagnosis of passive elements in analog circuipsésented.
It uses accessible internal nodes of the testebb@mércuit
for additional measurements of circuit time resgsns
Thanks to this, the fault resolution increasest thawe

the BIST.

Based on a test strategy using power spectral singlj.
The tested circuit is stimulated by a noise gewoerats
response is sampled by an ADC and the estimatigheof
power spectrum density based on fast Fourier toamsfs

obtain better fault localization coverage. realized by a digital signal processor (DSP).

The methods mentioned above need excessive stactur
built into the chip, which increases the price edting, and
they are characterized by a large requirement onpating
power.

. At present, electronic embedded systems form aelarg
aroup of electronic devices. They have an own adntr
computational unit in the form of a microcontroller DSP

or a system-on-chip (SoC).

Therefore, the author developed a new class oft faul
diagnosis methods [10-12] in which it is proposeduse
internal hardware resources of control units (ten@WMs,
ADCs) to create reconfigurable BISTs for analoguits,
and to use their computing power to control the TBIS
(realization of measurement procedures) and fautations
performed during the detection and localizationcpdures.

In other words, in these methods own hardware ressu
and the computing power of control units enablee@lize

BISTs without additional circuits and without arfraction

of the system structure, what minimizes the testiogf

The elaborated methods belong to a class of inpigd
two-port methods in which a square impulse [10,4d]a
square-wave signal [12] is applied to the inputhef tested
analog circuit and features of the response ofahalog
circuit are obtained by an internal ADC [10,12] lmy an
analog comparator and a timer [11] of the controf.u

The methods are ideally suitable for fault detectio
However, fault localization of all elements and fdrcuits
consisting of a large number of elements (more tBan
presents difficulties, because failures of elememigsk
'themselves creating ambiguous groups, especially fo
circuits with tolerances, what is generally a disadage of
input-output methods.
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1.INTRODUCTION

increase of the complexity and variety of electeotircuits

(chips, packets, microsystems and systems) credaega

demand for methods of their testing and diagnosimhg.
implies big investigative interest in electronicaginosis,

especially of effective diagnosis methods of débect
localization and identification levels of hard @strophic)

and soft (parametric) faults in analog circuits.

At present, the majority of electronic devices (enhied
systems) is designed basing on digital circuitg, dilot of
them requires difficult testing adinalog components. It is
estimated that 80% of testing costs is absorbedrafog
functions of electronic devices. Hence, the industioks
for innovative testing methodologies which minirzalitest
costs and guarantee a high quality of products.

Techniques based on dedicated testing buses FEEdE |
1149.4) or built-in testers (BIT or BIST) are thaimglobal
tendencies of investigation in this field.

The majority of elaborated BISTs are dedicatedf@log to
digital converters (ADCs) where usually BISTs havenore
complex structure than the ADCs [1,2] and alsodigital-to-
analog converters (DACSs) [3]. For analog filtersl @mplifiers
generally three types of BISTs have been worked out
- Based on sigma-delta modulators [4,5], where th8TBI

consist of ZA modulators, low-pass analog filters, ADCs
DACs and digital blocks.
- Based on the oscillation-test methodology [6-8],kehthe

analog circuit is transformed into an oscillatordunding a Thus, in the paper a new approach based on exteasio

feedback path and modifying the circuit either higliag input-output methods to the diagnosis of analoguiis with

or removing some passive components. Additionally &ccegsipility to internal nodes (modeled as mutits) is
digital circuit which measures deviations of theginency proposed. This solution, thanks to additional infation

obtained about the tested circuit from additional
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measurement points, increases fault resolution teval
enabling almost complete fault localization.

2.DESCRIPTION OF THE METHOD

The idea of extension of input-output two-port noeth
to multi-port methods will be presented on an exenyf
the method [10], in which the analog circuit isvatiated by
a square impulse generated by the control unith{sxpaper
represented by the Atmegal6 microcontroller of Atme
Fig. 1), the response on the output of the cirsugampled
K times by the internal ADC at moments establishgdhle
internal timer of this control unit.

Thus, in the new method, sampling is realize imodes
of the circuit, as shown in Fig. 1. The proposeldtsmn also

introduces no hardware excess, because every ADGeof

microcontroller or the DSP has an 8- or 16-chammallog
multiplexer.

DIGITAL PART

TESTED (CONTROL UNIT)
ANALOG PART  analog responses

T = /
| 'L
L TOW THOMAS EON—TC-—\,\ﬁ
¢ FLTER - : VOLTAGE
! e SAMPLE
| 2 BLOCK
n
. ==
vee
*J_L 8-bit TIMER/COUNTERD
stimulant digital with Py
test signal output
TEST SIGNAL
GENERATOR BLOCK
Fig. 1. Electronic embedded system in the BIST coigluration of the

control unit

The new method will be illustrated on the examgia o
low-pass Tow-Thomas filter (Fig. 2) stimulated bgguare

impulse with a duration tim& = 1 ms and the amplitude set

a prioritoVe, =5 V.
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Fig. 2. Tested analog circuit — low-pass Tow—Tomd_ﬂter, where
R1=R2=R3=R4 =R5=R6=10&, C1 =33nF, C2=6.8nF

2.1. Idea of the new method

It was proved in [10] that the response of a linear 5

electronic circuit to a square impulse for the assd range
of changes of values of different elements do narlap
each other in the output node, and the same irinteenal

nodes, which was also investigated in a simulatey w

(obviously, if failures of elements do not maskriselves).
Fig. 3 presents three sets of time responses dfitbait
to the square impulse stimulation (Fig.2) in respe
nodes, where timeg are thek-th sample moments in the
node. Each set represents changes of the respértbe o
circuit following from changes of the given elemematiues
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pi, assuming thathe remaining elements have their nominal
values pjpom Wherei =1, ..I, | — the number of circuit
elements. Thereford is possible to discern and to assign these
responses to given elements (given an ambiguousp god
elements) and to given element values [10] as siowig. 3.

.‘ =
TR ;

pifpinom
1[ms] 3

Fig. 3. Time responses of the Tow-Tomas filter (Fi@) for changes
from 0.1 to 10 of nominal values of all elements iaccessible nodes

If we make cross-sections of Fig. 3 at moméntslong
the coordinatg/p; nom assuming that values of the voltage
sample at the momet(u,) represent the& coordinate,
we will obtain a family of identification curvesaued in the
KM dimensional measurement space. Kar 2 (as in [10])
andN = 3 we obtain a six-dimensional (6-D) space. Beeau
it is difficult to draw the 6-D space in a plankistspace is
presented in the form of three projections of idmattion
curves in planesi,; —un,, Wheren =1, 2, 3 (Fig. 4).
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Fig. 4. The family of identification curves of thecircuitin a 6-D

measurement space presented as a composition ofebr
measurement planesu, ; —Un 2, Wheren =1, 2, 3



Thus, we can describe theth curve in the form of the 1
transformation: :"Ri}]ﬁ@(f'? 3)

N /K " K,(s)= 1 - R
Ti i = un i!t n in 1 "2 + 5+ f ’
(p) ;[; (Pt n) mj : R:‘{DS ’&R4R§

GeA
where:iyg - is a coordinate vector along tk@-axis, k=1, .., . .
K K —nﬂthe number of voltage sar?wples in each node Ve can also make an analysis of the transfer fondor
Us(pita) — value of the voltage sample at the montgpin the output node 3. From the voltage transmittanetion (4):

the n node N — the number of accessible measurement
nodes) for a change of value of fheelement.

Hence, we can say that transformation (1) maps or K,(s)= B (4)
“compresses” the sets of time responseN imodes (Fig. 3) ’ O+ ]7 S+ | R(,T |
into the family of identification curves (Fig. 4¢presented RZ(Q Ry Jx’,“(J

by the set of transformation3, = {Ti(p)}i=1, ;- These o
curves are a graphical illustration of the behawérthe ~We obtain independent elemerf®, R, Rs, C; and one

tested circuit resulting from deviation of its elemts and  cluster {Ry, Rs, Re, C2}-
they establish the fault dictionary. Basing on these results (Table 1) we can chooseniait

accessible nodes.

2.2. Test Node Selection
Test node selection is to select a minimal node set
An = {A}n=12,.n to diagnose all possible faults. We assume

Table 1. Summarizing independent element determinatn
in accessible nodes of the tested circuit form Fig.

that the output of the tested circuit is alwayseasible (the Node | independent elements (clusters
node with the numbeM — Ay). Hence, we have to determine A Ry, Ry, Ci, {Rs, Ry, Rs, Rs, Co}
N-1 internal accessible nodes for which a measuremen A Ry, Ry, Ci, {Rs, Rs, Re}, { Ry, CJ}
access assures almost full fault localization cager As Ry, R, Ci, Rs, {R4, Rs, Rs, Co}
Criteria and methodology based on an analytic agugiro
to the determination of internal accessible nodds e From Table 1 it is seen that we can choose only one
explained on the example of analysis of node dircuiinternal nodeA,, (nodeAs is the output node) because the
function forms of the tested circuit (Fig. 2). localization resolution for nodd, is smaller than that for
For the nodeA; we have the following node transfer nodeA,, and for both nodes we have no different element
function (2): configurations. Obviously, we can use the nédewhich,
_ 1A P thanks to additional measurement results, improthes
RIC)) ) localization accuracy.
K (s)= - 1 | - R Therefore, basing on independent element setsodes
s+ S+ S i i i .
Rz’(\]/ R&Rs@fz A, and A; we determine the final independent element set:

Ri, R, Ci, Rs, {Rs, Re}, { R4, C3}. Thus, we obtain a set

It is seen that we have three coefficients dependen greaterthan sets determined for individual nodes using two
. nodes simultaneously, that is we improved the lzatibn

elements values-1/(RC,), ¥(RC,): Rs/(RRRC,C,)- resolution. This is the main advantage of &ension of

By analyzing forms of these coefficients, as showi2),  input-output two-port diagnosis methods by additioh
we determine independent elements or independésito$e easurement access to internal nodes.

elements (clusters), that is elements which we can opyipusly, to localize all elements we should aue t
distinguish from other elements, considering aéfficients.  oges: the first node betwedd and Rs, the second one
.E.g..for (2), the elemert, is present in all coefﬂments _but betweenR, and C, (see Fig. 2). In this case we have to
in different element configurations. Thus, thisredt is  analyze a 10-dimensional measurement space, whith w
independent and deviations of its value can bectire make the presentation of the method illegible. Thius new
presented in the form of the identification curience, method will be still presented on the example basedhe

also elementsR; and R, occurring individually are

independent. From the last coefficient it is se@ntlat we 2.3. Determination of stimulation parameters and
obtain the cluster {R3, R4, R5, R6, C2}. These &lata are sample moments
not present in remaining coefficients and they loarireated The mutual location and the shape (and also thgthgn

as a "single element’, thus it is impossible totidguish  of cyrves depend exclusively on the duration tifnef the
Whos_e element v_alue change mflue_nces the nodeiittirc gtjmulus (the amplitudeJ;, is seta priori to V) and on
function. Thus, this set of elements is representelyf by  \ojtage sample moments,. The way of determination of
one identification curve (Fig. 4). Summarizing,rfrmode 1 e duration timeT of the square impulse and sample
we obtain independent elemeig R,, C; and one cluster momentsy . for the output nodéy was described in [10]
{Rs Ry, Rs, R, QZ}: ) i L To determine the voltage sampt®mentd,, ; andt, ,, in
The analysis is identical also for the circuit ftioo in  ;niernal nodes 1,2, N-1 for which we obtain the best

node 2. From (3) we determined the following indefent  |5c4jization resolution, a coefficient of the Idzakion
elementsRy, R,, C; and two clusters:Rs, Rs, Re}, { R4, Co}.
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resolution 4, of the p; element in particular nodes was

Table 2 contains determined mometyjsof two voltage

introduced. For eachnode, it is defined in the same way assamplesK = 2) for each of three nodel € 3) of the circuit

in [10]:
/]i,n (tn,k) = rnzla)L{ un(pl,l ’tn,k)} - Jr;qlnL{un( pl,l 'tn,k )} (5)

whereL — the number of discrete values of the elenpeirt
the assumed range from B, 1om to 1Q0; nony €ach curve is
represented by a set bfg;, points T(pi)) — G.), thx — the
moment of thek-th sample in the node

The coefficientd, has the form:

)
An(t)—,*gm

k=1,..K

(6)

Timings of these coefficients are shown in Fig. 5.

| Al
15 302
t[ms]
Fig. 5. Timings of the localization resolution codicients for the Tow-
Tomas filter (Fig. 2) for changes from 0.1 to 10 afiominal values of all

elements in accessible nodes

The maximum value ofl, represents the optimum
sensitivity of the circuit voltage response meadure the
noden to changes of values of all elements (Fig. 5).sThu
we can define:

An,maxl = k:l,..,m,at.k)(D(O,T){An(tk)} (761)
and
Anmac = max  {A (t)} (7b)

k=K1,..K , t,O(T VT)

whereK; — the number of samples in the time range7j0,

from Fig. 2. In the Table, sample moments are also
presented as the number of impulses counted by GHait
timer of the microcontroller (Fig. 1), where theseam clock
impulse has the peridd, x = 0.25ps.

Table 2. Momentst,x of voltage samples in all nodes
of the circuit from Fig. 2

tnk ti1 ti2 7% 22 31 32

[ms] 0.580] 0.852] 0.252] 0.788] 1.156] 1.908

[*0.25ps] 2320 3408 1008 3152 4624 7632

3. FAULT DIAGNOSIS PROCEDURES

The presented fault diagnosis method belongs to a
simulation-before-test (SBT) class of methods, tivescan
distinguish the following fault diagnosis procedure
Creation of the fault dictionary realized during thesign
of the embedded electronic system and only onceafor
given analog circuit.

The measurement procedure based on the BIST created
and controlled by the control unit.

The fault detection and localization procedureso als
realized by the control unit.

3.1. Creation of the fault dictionary

The last procedure consists of two parts executedrn:
the detection procedure and the localization proeed
Thus, the creation of the fault dictionary was atbaded
into two parts. In the first part the data descupithe
nominal state of the tested analog circuit is gateer. It is
proposed to approximate the nominal areas replagethis
state (we assumed th&=2, as shown in Fig. 6) b\
ellipses, because theth ellipse can be described only by
coordinates of its foci /5 and R, and the length &, of the
major axis. This description is ideally suitable fo fault
detection algorithm, because we need to test kieasam of
two distances between the measurement point anddodl
foci F,; and R of the ellipse is not greater than the length
2a, of the major axis. This solution does not need e
calculations, thus it can be boldly implemented such
control units, especially in microcontrollers, whiclo not
have greatomputing power.

The determination of parameters of the-th
approximation ellipse is realized by the followialgorithm:
« M points with coordinatesug,™, u,,") representing the
n-th nominal area for the nodeare generated using the
Monte Carlo method.
Based on these points, coefficienB, ;, B,, of the
approximation straight line of theth nominal area given
by the formulau,, = B, 1:Un1+ By, are determined. This
line passes through the nominal poipgPlts coefficients
are calculated using thpolifit function of Matlab.
« Next, the angle of inclination of the approximation

straight line (simultaneously the angle of inclinatof the
approximation ellipse) is calculated:

@ = arc tangBn 1).

So, the solution of (7) determines two moments of The nominal area (the set B points) {un:™, Un 2™ me1

voltage samples for each noate

and An,maxz_’ th2 (8)

/]n,maxl —th1
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is moved over by the vectoruf,™" -u,."", where

Un1"" U, 2™ are coordinates of the nominal point,



i i i F1 _ F2 _
g}he cerlltre. of the ellipse). Next, this set is tedaabout ut= urr:?lm +U§,1 uz= U:im —Uﬁ,l (12)
€ angieg. - . uFt =gmom 4 yc uF2 =ymem — ¢
upy = urTl [tos@,) +urT2 [3in(g,) ©) n2 —Yn2 n,2 h2 — Yn2 n.2
U:‘Z =-u;, $in(g,) +u,, [tos@,) Using the taxi norm, the coefficienta2-(the length of the

major axis) was replaced by the equivalent coeffiti
In this way we obtain a set of points,§™, Uy " tm=1.m € = 2a,(Sing + cos).
which can be approximated by an ellipse with thetree Thus, we obtain a description of all approximation
(0,0) and focuses placed on thyg axis of theu,s - U2 ellipses: {(Jn,lFl. un’zFl), (UMFZ, un,2F2), €}n-12.n These
plane. It enables us to use basic formulas for thellipses are drawn in Fig. 6. In the figure thetagé values
calculation of parameters of the ellipse. are presented in the form of the code which is atibfe

with the ADC conversion result contained in theiBedata

B e register of the ADC (left adjustment result modghanks o
e this, the ADC conversion results can be directlynpared
=T R o] SRR SR with the fault dictionary_
R85 Lo ..approximalion ellipse: For the tested circuit the nominal point,.® has
=N I S P coordinates (27, 107, 217, 112, 140, 26) [* 20mi§

. approximation ellipses parameters are collectéelhiole 3.

a0 ‘ ! i i i Table 3. Approximation ellipse parameters (for 1%tolerances of R

1 20 = Un gl -t & 40 and 1% tolerances of C)
1,1 [720mV]
Una™ Un2 ™" Una™ Un2™ e

1807 [<20mVv] | [20mV] | [*20mV] | [*20mV] |[*20mV]
a0l n=1 31 24 102 112 18
5 n=2 230 205 107 117 43
120 n=3 152 129 19 33 39
21T ~ approximation ellipse In the second part of the creation of the faultidicary

BOF ' : data describing identification curves are created. Eaeh

- ; ; a ; ‘ ‘ ; ; ; curve is approximated by a set of intervals, thépemts of

186 2000 206 210 215 220 225 230 236 240 which are calculated fromn values ofp; elements. Thus, the
Ha,br20m] i-th curve is represented in the fault dictionaryaaset of

&or " nminal atea T coordinates ofL points {q,}i=1..; (G, =Ti(pi)) possibly
Saot for node 3. ; evenly placed on it. The coordinates of each paire
S approximation ellipse | generated directly from the;, values using the Control
=8r I Toolbox of Matlab. The relationship, — Ti(p) which
Siagl transforms changes @f element values into thieth curve

. placed in the N-K-dimensional measurement space, is

nonlinear for all elements. Additionally, when wévide
0 ! i ! i i ‘ ‘ i each curve in relation to the nominal point intamtparts,
100 110 120 130 140 160 180 170 180 ..
Ug 11 +20mV] the lengths of _these parts_have sw_mlar _values.sjl'lwe
Fig. 6. Nominal areas for nodes accessible for memement generated make the following assumptions dealing with kiagout ofL
by the Monte Carlo method with assumption of 1% elment tolerances  approximation points on theth curve:
. . _ « A soft fault is an element value deviation in tlange:
- The Iength_s of maJoraan_d minor b axes of the ellipse <&LPi nom EPinon>, Where we assume in this paper that
are determined from relationships: =10.
- The lengths of two curve parts have similar valubas
(10) each part should be described by the same number of
points, that is by the same numbeipgfelement values in
the interval < “pPirom Pinom) and in the interval

_ e -
a, =( max{uy,} - min {u3}) /2
_ e -
b, =( max {u,} — min {u}) /2
« Next, we calculate thdistances between focuses and the (Pt nom &Pt non> . . .

. Thus, based on these assumptions and simulatiahs,es

centre of the ellipsec, =,/a} +bj . the logarithmic expansion of elements valuggH, , in
. Finally, coordinates of focuses,fun:", U,7Y) and the assumed range &<-pinom $Pinor> Was  chosen
Foo(Uni™ U2 2 of the ellipse are calculated from (logspacé-&pinom ¢Pinom L) function of Matlab). In spite

formulas: of the fact that this solution is very simple, ives a good
u, =c, [tos@) even layout of {¢} =1, points on thé-th curve.
ntoon (11) Hence, the family of identification curves is regaated by
us, =¢, $in(g) the coordinate set: {(f«"}rer. N, etk : =10 121, . )» T h
and where coefficient/” defines the concentration of additional

points {0, "} jc01,./-1 approximating the,-th interval with
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g, and q.; endpoints. This solution decidedly simplifies
calculations of the distance between the measurepant
and the il-th interval, what will be presented by a
description of the localization algorithm

Finally, we obtain the following form of the fault
dictionary; HUni™ U2, WUnd™ W2, ednizn
{Unk"F ot N ket ks =1, =1, .1 )s 73 The size of the fault
dictionary is equal to S=(2K+ 1)N+ (N-K:-L+ 1).
Therefore, in the considered exampte 8,N = 3,K = 2 and
for L = 32 ( = 64) the fault dictionary occupi€s= 1744
bytes (3472 bytes) of the program memory of thetrobn
unit. Thus, it is small in comparison with the siakthe
program memory of a typical microcontroller (e.g.
Atmegal6 has 16KB of program memory); this is aso
advantage of the proposed diagnosis method.

At the end of the fault dictionary creation palte tfault
dictionary is converted to the form shown in Ligtitand
placed into the program code of the microcontroller

#define N 3
#define K 2
#define NK N*K

typedef unsigned char uint8;
/* fault dictionary — detection part*/

const uint8 u_nom[NK] = {27,107,217,112,140,26},
const uint8 u_F1[NK] = {31,230,152, 24,205,129};
const uint8 u_F2[NK] = {102,107,19, 112,117,33};
const uint8 e_n[N] = {18,43,39};

Listing 1. Fragment with the detection part of thefault dictionary
written in the ANSI C code

3.2. The measurement procedure
The measurement procedure, the same as in [10],
executed during self-testing of the embedded sysiEme

BIST consists of the following internal devices tife

exemplary Atmegal6 microcontroller [13] (Fig. 1):

- 8-bit timer generating the square impulse stimatatihe
tested analog circuit.

« An ADC with the analog multiplexer, which allows to
sample the voltage of the time responseNimccessible
nodes.

« 16-bit timer
momentd, y.
The microcontroller controls this procedure accagdio
the measurementunction included in its program memory

[10]. This procedure is extended by the servicewaifching

of the ADC between nodes, as shown in Listing 2.

the ADC at established

triggering

uint8 n, k, u_meas[NK];

int t_sample[NK] = {290,426,126,394,578,961};
/I prescaler set 1:8 for fclk = 4MHz

for(n =1; n <= N; n++)

{

ADMUX &= 0xF8; [/ Selection of the (n — 1)
/I analog channel

ADMUX |= (n—1); // from O .. 7 channels

for(k = 1; k <= K; k++)

u_neas[n*k - 1]= measurement(

}

Listing 2. The multi-node measurement procedure itthe ANSI C code

t _sanpl e[n*k - 1]);
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The measuremefi) function algorithm was described in
detail in [10]. The function returns the voltagengde result
to the byte variablai_neas[n*k -1] , and the ADC is
triggered at the momentt_sanpl e[n*k -1] *4ps.
Analyzing Listing 2 it is seen that this function iepeated
N*K times by using two loops “for”. In the externalofo
“for” repeatingN times we switch the input of the ADC to
the n node using the analog multiplexer. The internalplo
“for” is responsible for sampling times the voltage in the
node.

3.3. The fault detection and localization procezhur

Information obtained about the tested circuit ia form
of the measurement point ,Bs with coordinates
{unk ™} n=1 N k=1 ) IS sent to a function realizing the
fault detection and localization procedures.

At the beginning, the fault detection procedureeldasn
the measurement point and the fault dictionary vd#ia
describing respective nominal areas performs at faul
detection. The control unit checks: if the meas@enpoint
Preas (Un1"05 U2 %) is contained simultaneously inside all
N approximation ellipses described by the data @&t,T",
Un2 ), (Uni% Unz2 ), €tnmizn. The following set of
inequalities is calculated and tested (basing emetki norm):

)<e

meas _
QULK

meas
quz,k

F1 meas__ , ,F2
Ui ‘ + ‘ul,k Unk

(13)

MeTM

F2
u)<e,

F1 meas
uz,k‘ + ‘uz,k

(I

F1 meas
uN,k‘ +‘UN,k

x
X

DM

meas F2
QUN,k - uN,kDS Y

=
11,

1
is

If the inequalities (13) are fulfilled (the measuent
point is placed inside all ellipses), the testedlag part is
fault-free and the fault diagnosis procedure isfiad.

To test quantitatively the approximation of nominal
areas by ellipses and also tbiéectiveness of the detection
procedure, the Fault Detection Covering coefficievdas
introduced:

FDC, [%] = l'\‘/li 100% (14)

n

where:m, — the number of corrected detected measurement
points for then-th node,M, — the number of all generated
points representing the nominal area of thih node and
introduced to the detection algorithm.

Simulation results basing on the Monte Carlo metbbd
FDC, coefficients for 1% resistors tolerance and for, 1%
2.5% and 5% capacitor tolerances are collectedhines 3,

4 and 5.

Table 3.FDC; for 1% tolerances of R and 1% tolerances of C

Nominalarea| n=1 n=2 n=3 For all nodeg
taxi FDC, [%] 99.85 98.4 99.7 98.1
Euclid FDC, [%] 99.2 96 99.5 95.7

Table 4.FDC; for 1% tolerances of R and 2.5% tolerances of C

Nominal area| n=1 n=2 n=3 For all nodeg
taxi FDC, [%] | 99.7 99.35 99.1 98.9
Euclid FDC, [%] | 98.7 97.5 98.8 96.65




Table 5.FDC; for 1% tolerances of R and 5% tolerances of C

Nominal area| n=1 n=2 n=3 For all nodes
taxi FDC, [%] | 99.8 99.65 98.2 98.15
Euclid FDC, [%] | 99.05 98.4 97.7 96.6

Tables contain results based on taxi norm cal@sati
(13), and also for comparison, based on Euclidismo

It is seen that the detection procedure works ctyréor
1% tolerances of all elements (for all nodd3C, > 98%),
as shown in Table 3. This coefficient is even befty
higher tolerance values of capacitors (Tables 4 &pd
because the nominal areas “fill” better the appration
ellipses. Thus, we can say that in spite of sinmptalels of
nominal areas we obtained a high level of faultediébn
correctness.

If the fault detection procedure detectsfault, the
localization procedure of soft single faults of giae
elements is executed. A search for a fault consiftthe
following steps described below:

« The set of distancesd, ={d}i-,, Dbetween the
measurement point,R,sand alll identification curves is
determined. It is assumed that the calculation haf t
distanced; between point Rasandi-th curve is realized
in the following way:

- The set of distanced;, ={d;}- ., between point
Preas@ndL points @, approximating the particulath
curve is determined.

- Thed min=min{d,} =, value points to the nearest
point q; and diminnexx= MIN{{d;; - }1=1..L -G min}
value points to the next nearest point,gn relation
to the point Reqs

- These points are endpoints of tiieth interval of the
i-th curve situated nearest to the poipt® Thus, we
have to calculate the distandg between this interval
and the point R..s We find an approximation value
of this distance in the next steps, in the way show
Fig. 7:

9, =
Fig. 7. Idea of determination ofthe distance between the measurement
point Preasand thei,l-th interval with endpoints gi; and g +1

- The vectorv;, is assignedvi; = {Voi n=1.N, k=1..K

il

il+1
un,k

- un,k

|] 1
r nk

k=1,..K;n=1,..N
coefficient /7~ 2, (0p=1,2,.,8) defines the
concentration of points {§’} ,c0.1.. 1 approximating
thei,l-th interval (see Fig. 7) angg is a coordinate
vector along thektaxis.

where the

- Next, we calculate distances{"} 0.1, /1 between
the set of points {q'} <011 and the point Rsas
- Atthe end, we determirdg = min{d;; "} =01,/ -1.

« The minimum distancel, from the setd, is assigned:
Omin = min{d}=1, ;. Therefore, the indek for which we
obtained the minimum distanak,;, is the index of the
faulty element.

The algorithm describing the steps of the distance
determination between measurement poipt.Pand the

i,I-th interval is shown in Fig. 8.

¥
d[i] = FFh
¥ =0

y
A =9

—

min{-}

Fig. 8. Fragment of the localization algorithm withdetermination of
distance between measurement point.,R.sand thei,l-th interval

For simplifying Fig. 8 it was assumed that’gepresents
the table variableu_il_gINK], g, the table variable
u_il[NK], v;, the table variable _il[NK] and R,asthe table
variableu_meafNK], where the constant valldk = N-K

Therefore, Fig. 8 presents the algorithm implemtga
of the idea shown in Fig. 7. At the beginning ok th
algorithm we initialize variabled[i], ; and the point g”
represents the endpoint, oof the interval. In the loop
repeated/” times, we calculate the distance between the
point ¢, " and the point Rsssusing thedistancé ) function.
Then the point ” is moved to the next position by the
vector y,. This operation is realized by theové ) function.
After this operation the content of the varialdg] is
compared with the content of the temporary variable If
the value of thal_tis smaller than the value of tlifi], the
variabled[i] is actualized by the value of thk t, because
we assumed that the smallest distance from albwlists
di;” between Reasand all points g”is the distance between
Pmeasand the interval. So, we realize tiné{-} function in a

- We determine these points by successively movingimple way using only one integer variable. Finighihis

the point ¢ about the vectow,: q,"=q, +y-vi,
where)=0,1,../ - 1 (Fig. 7).
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fragment of the localization algorithm the variat]g keeps



(2]

the distancel, between the measurement poiptRandi-th
approximation curve.

Thus, these procedures finish the self-testing haf t
analog circuit of the electronic embedded systemhyithe
control unit. The fault diagnosis result can beveh@n any
display of the device or can be sent via any iatgfe.g. to
the main computer.

One should underline the fact that this self-tegtin
approach of analog circuits consisting of measurgme
detection and localization procedures should batdck as
part of full self-testing of the electronic embeddgystem,
where the software, memories, the microprocessoe, co
digital circuits and remaining important componeotshe
system are tested. Hence, procedures of self-gestin
analog circuits and the fault dictionary were elated with
regard to minimal occupation of the program mengpgce
of the control unit and minimal requirement on caiqg
power, what was presented in the paper.

(3]

[4]

(5]

(6]

[7]

4.CONCLUSIONS 8]

A novelty of the proposed approach is the extensibn
input-output two-port methods of soft fault diagiso®f
passive elements elaborated by the author to actess of
multi-port methods, which base on additional measumts
of circuit time responses made in internal accéssibdes
of the tested analog circuit. This solution, amaoother
things causes amN-times increase of the size of the
measurement space with the family of identificatcamves

[9]

Venuto D., Reyneri L.: “Fully digital strategyor fast
calibration and test of SD ADCs”", Microelectronioudnal,
Vol. 38, Issue 4-5, pp. 474-48April 2007.

Yun-Che W., Kuen-Jong L.: “A current-mode BISTructure
of DACs”, Measurement, Vol. 31, Issue 3, pp. 143;W5pril
2002.

Raczkowycz J., Mather P., Saine S.: “Using gns-delta
modulator as a test vehicle for embedded mixedasitgst”,
Microelectronic Journal, Vol. 31, Issue 8, pp. GEB,
August 2000.

Prenat G., Mir S., Vazques D., Rolindez L.: 18w-cost
digital frequency testing approach for mixed-sigdalvices
usingZA modulation”, Microelectronic Journal, Vol. 36, l&s
12, pp. 1080-109Mecember 2005.

Arabi K., Kaminska B.: “Oscillation-Test Methodology for
Low-Cost Testing of Active Analog Filters”, IEEE
Transactions on Instrumentation and Measurement, 4&
No. 4, pp. 798-806August 1999.

Toczek W., Zielonko R.: “A measuring systems fiault
detection via oscillation”, Proceedings of the XMWWIEKO
World Congress, Vol. 6, pp. 287-292, Vienna, Aasta000,
Huertas G., Vazques D., Peralias E., RuedaHfgrtas J. L.:
“Oscillation-based test in oversampleBA modulators”,
Microelectronic Journal, Vol. 33, Issue 10, pp. -B@5,
October 2002.

Negreiros M., Carro L., Susin A. A.: “Testingaog circuits
using spectral analysis”, Microelectronic Journdbl. 34,
Issue 10, pp. 937-94@ctober 2003.

[10] Czaja Z.: “A diagnosis method of analog paofs mixed-

signal systems controlled by microcontrollers”, Me@ment,
Vol. 40, Issue 2, pp. 158-170, February 2007.

(N — the number of accessible nodes). It implies tgrea [11] Czaja Z.: “A fault diagnosis method of analegectronic

distances between curves and, in consequencer feite
resolution, which gives better fault localizaticoverage.
The paper also proposes:

- An extension of determination of voltage sample rants
to accessible internal nodes.

« A new methodology of determination of internal
accessible nodes based on an analysis of the fotireo
node circuit transmittance function.

- New algorithms of creation of the fault dictionawhere
nominal areas are represented by approximatiopseHi
and identification curves are approximated by gsfts
intervals. This solution allows to obtain a sméatksof the
fault dictionary and simultaneously good represieof
circuit proprieties.

- Adaptation of the measurement procedure and thd BIS
for the new multi-port diagnosis method by additadrihe
service of the internal analog multiplexer of thentrol
unit.

- New modified detection and localization procedures,
where the fault detection bases on testing that the
measurement point is inside all approximation séif
and the fault localization bases on determinatibrihe
minimal distance from calculated distances betwien
measurement point and the sets of intervals reptiege
respective identification curves.
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