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The problem

The assessment of criteria weights in multicriteria methods of value 
systems, such as disaggregation - aggregation approach often leads to 
the elicitation of preference models with low degree of robustness. 
Namely, several weight vectors, which are compatible with the DM’s 
preference structure, are estimated. In many cases, wide range of the 
weight of each criterion is observed, as well as, several rank reversals of 
the criteria importance in the different weight vectors.

Given the fact that the DM shall be aware of such phenomena of low 
robustness, so that (s)he can be protected when applying the estimated 
preference model, the key point of this research is the development of a 
methodological approach which will provide the framework to measure 
the level of robustness of the estimated preference model and facilitate 
the exploration of its nature. 
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What - How

This research work presents a methodological frame which focus on three 
main issues: 

a) the evaluation of the degree of robustness of the elicited weights, 

b) the provision of support to the DM towards the exploration of the nature 
of the probable low robustness and the deeper understanding of his/her 
preferential structures and 

c) the estimation of more robust preference models by applying a set of 
feedbacks.
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Robustness Analysis in UTA methods

The UTA Methods of Multicriteria disaggregation - aggregation approach for discrete 
alternative actions lead to the estimation of DMs' additive value preference:

The LPs of the post optimality analysis (heuristic approach) may have the following form:
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The estimation of the parameters of the DM’s value system 
can lead to: 

Α. Only one solution (Robust). There is only one vector of the 
weights. 

Β. Infinite Solutions (Non Robust).

C. No Solutions, often in cases with extremely low structure.

Question?

In non-robust cases which could be the best  vector of 
weights to work with?

MINORA and MIIDAS systems (Siskos et al, 1993, 1999) 
utilise post optimal analysis solutions which are estimated 
by maximising the weight of every criterion. The mean 
solution (barycenter) constitute the working vector of 
weights
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Example of Hyper-Polyhedron of LP Solution for low robustness preference 
models and Barycenter for 3 criteria weights (p1, p2, p3)
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Robustness Analysis in UTA methods

The presence of low robustness in the estimated preference model results to 
some crucial questions:

• Can a preference model with low robustness be accepted, while the criteria 
weights are falling into a wide range of values?

• Can a preference model be accepted, which presents reversal of criteria 
importance into the estimated hyper-polyhedron?

• Which is the degree of robustness that could be accepted for continuing the 
decision support process?

9/31



MCDA81, Annecy, 26-28 March 2015

The need

Following a detailed evaluation and exploration of the robustness of the 
estimated preference model the DM will be in the position to decide 
whether: 

 to accept the low robustness as a good represenattion of its preferences, 

or 

 to try to reduce it, by providing more information concerning the 
alternatives reference set, or/and the directly the criteria

At the latter case, new evaluation and exploration of the robustness will 
result to subsequent questions regarding the DM.

This process is accomplished in three major steps. 
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Robustness Measures

A. Minimum and maximum values of the criteria 
weights (Post Optimal Analysis)

             

B. The Average Stability Index (ASI) 

 n= number of criteria 
 m = number of vertices of hyper-polyhedron
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Robustness Measures

C. The infinitive set of solutions (hyper-polyhedron) resulting from the post 
optimality analysis in aggregation-disaggregation approach provides a lot of 
cases where we may observe rank reversal of the criteria weights. 

A set of indices, Criterion Priorities Index (CPIij), is calculated for every pair of 
criteria, representing the degree of criterion weights reversal among the vertices 
of the hyper-polyhedron. CPIij is estimated with the following formulae:

 

where (p1,p2,..pn) the vector at each vertex, n: number of criteria, m:number of 
vertices

when the criterion i has higher weight of criterion j for all the vertices of the hyper-
polyhedron.

 when the number of vertices with equals to the ones with  pi ≤ pj 
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Robustness Measures

The Priorities Reversal Index (PRI) is the normalized mean value of the CPIij 
indices and it is calculated with the formulae:

PRI =0 when for all i, j=1,2,..n and i≠j, corresponding to the higher reversal of 
criteria priorities.

PRI=1 when and i≠j, corresponding to the absence of  criteria priorities reversal on 
the vertices of the hyper-polyhedron.
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Explore the nature of the Low Robustness 

The second step includes the exploration of the estimated preference model 
robustness, exploiting a set of tools including: 

 visualisation of the hyper-polyhedron in 3-D graphical interface 

 visual representations of weights ranges using of a parallel graph system

 a tomographical approach
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Visualisation of the hyper-polyhedron 

Visualisation of the hyper-polyhedron in 3-D graphical interface so as to 
provide the picture of the solution' hyper-space by selecting 3 dimensions 
every time:
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Visual representations using a parallel graph system

Exploitation of a parallel graph system, where the weights of the criteria are 
presented in bars in the scale of [0, 1]:
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Tomographies of the Hyper-polyhedron

p1

p2

p3

K1

K2

K3

K4

K5

K6

q2

p1

p2

p3

K1

K2

K3

K4

K5

K6

q1

…

Tomographical approach constitutes a way to picture the degree of 
robustness into the hyper-polyhedron. 

The idea is to discretize the n-dimensional estimated hyper-polyhedron of 
the criteria weights by using n-1 dimensional cutting hyper-polyhedra. 
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Tomographies of the Hyper-polyhedron 

The module includes two different ways to proceed with tomographies:

a) to manually inspect the robustness of the hyper-polyhedron by selecting 
a criterion and a step. The tomographies are estimated starting from the 
minimum value of the criterion weight and at each iteration it is increased 
by the selected step.

b) to proceed with auto-running for all criteria with a selected step and 
calculate the indices of  the robustness evaluation and present the results 
using a graph.
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Tomographies of the Hyper-polyhedron 

19/31



MCDA81, Annecy, 26-28 March 2015

Tomographies of the Hyper-polyhedron
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Tomographies of the Hyper-polyhedron
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Feedbacks to increase Robustness 

The estimation of preference models with low robustness is something frequently 
observed and probably undesired. Nevertheless, it can be considered as the 
starting point for new dialogues with the DM in order to receive additional 
preference information, which may lead to the revision of the preference model 
towards an acceptable one. 

This additional information will impose additional constraints to the current linear 
program and probably lead to the estimation of a more robust preference model 
through.

The proposed feedback tools include two main processes: 

 shrinking the hyper-polyhedron 

 providing specific pairwise priorities on selected criteria
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Shrinking the hyper-polyhedron
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Pairwise prioritisation of criteria
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Steps of the proposed approach (Feedbacks)

Identify Vertices of the hyper-
polyhedron (Solutions’ Space)

Visualise  and 
Measure Robustness

Analyze the results to 
the DMs Language

Feedbacks
(Criteria Modelling, Reference Set 

Selection, Marginal Values Functions, 
Pre-Ranking, Trade off Analysis)

Shrinking of the 
hyper-polyhedron

Dialogue with the 
DM

Additive Value 
Preference Model

Assessment 
of a new 
Preference 
Model

Assessment 
of a new 
Preference 
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Conclusions - Perspectives

 Preference Models with low robustness include useful information about 
the preferences’ structure of DMs.

 There is a need to explore the nature of the low robustness and exploit it.

 Visualisation and robustness measures provide a better knowledge of the 
preference models and can support the analysis of the DM’ preference 
structures. 

 The new proposed interactive feedbacks could enrich the existing tools of 
D-A approach for detecting representative preference model with a better 
robustness.
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Towards a new system

 Supports the visualisation of n-dimensional spaces in 3d and 2d form

 Incorporated in MINORA and MIIDAS systems

 Supports interactive feedbacks for the scrutiny of the hyper-polyhedra 

 Aims:
 To be included as basic component (module) in MINORA and MIIDAS 

systems
 Simple and easy way to present the robustness of the assessed 

preference structures
 Acquire knowledge about preference models’ structures and support the 

decision making process
 Lead to more robust preference models through intervention on the 

preference models utilising addition preference information.

28/31



MCDA81, Annecy, 26-28 March 2015

Using MINORA DSS

29/31



MCDA81, Annecy, 26-28 March 2015

Using MINORA DSS with new tool
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Questions  

Thank you!  
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